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1. Statistical Analysis

We present the graphs of the user study conducted on the
three lipreading protocols - (1) lipreading isolated words
(WL), (2) lipreading sentences with context (SL), and (3)
lipreading missing words in sentence (MWIS). Fig. 1 rep-
resents the mean user performance on the three proto-
cols against standard deviation, and Fig. 2 represents the
mean user performance against the 95% confidence inter-
val (Eqn. 2) of the mean. Standard error indicated in the
main paper is computed using Eqn. 1. The blue bars indi-
cate scores on real videos with American-accented English,
the orange bars indicate synthetic American-accented En-
glish, and the green bars indicate synthetic Indian-accented
English. The synthetic data is generated using our pipeline.
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As mentioned in the main paper, we perform the
Bayesian Estimation Supersedes the t-test (BEST) [4] for
comparing the lipreading scores of the users across the real
and synthetically generated videos. BEST estimates the dif-
ference in means between the two groups and yields a prob-
ability distribution over the difference. From the distribu-
tions, the mean credible value as the best guess of the actual
difference and the 95% Highest Density Interval (HDI) as
the range where the actual difference is with 95% credibil-
ity are computed. We validate if the ideal difference be-
tween the two groups lies in the 95% HDI. If it does, the
difference between the two groups is not statistically sig-
nificant; otherwise, the difference is statistically significant.

*Equal contribution

In Fig. 3, we show the graph of the distribution of the dif-
ference of means between the real and synthetically gener-
ated American-accented English (AE) videos for the three
lipreading protocols. Please note that the ideal mean differ-
ence for all three lipreading tasks lies in the 95% HDI, indi-
cating that the difference in the lipreading scores across the
synthetic and real datasets are statistically insignificant. The
graphs denote the distribution of the difference of means for
the three protocols - WL, SL, and MWIS.

To validate if lipreading native-accented videos affect
lipreading performance, we conduct a statistical analysis
of the user’s performance on the synthetically generated
Indian-accented English (IE) and American-accented En-
glish (AE). Since the participants of our user study are from
India, our expectation is that their lipreading scores on IE
should be better than their scores on the test with AE, even
though the users are comfortable with both accents. We
conduct the two-sample z-test as our sample size is large
(>30) for comparing the scores of the users across the syn-
thetically generated IE and AE and plot the graph of the
z-statistic for the 90% confidence interval. The 90% confi-
dence interval is the acceptable region from −1.96 to +1.96
and is represented by the green region, and the region lying
outside in red is the rejection region. The graph of z-statistic
for the three lipreading protocols is shown in Fig. 4. The z-
statistic is given by the formula:
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where x̄1 and x̄2 denote the sample average of Indian and
American accents. s1 and s2 denote the standard deviation
of the two groups, and n1 and n2 represent the sample size
of the two groups. The population’s average is represented
using µ1 and µ2.

For the difference in the means of the two groups to be



Figure 1: Mean user performance of the three lipreading protocols. The error bars are the standard deviation of the distribution.

Figure 2: Mean user performance on the three lipreading protocols. The error bars are the 95% confidence interval of the mean.

statistically insignificant, the expected difference (µ1 − µ2)
between the population’s average should be 0. Conse-
quently, our null hypothesis is H0: the difference in the
mean scores between Synth IE and Synth AE is not statisti-
cally significant, i.e., µ1−µ2 = 0. Our alternate hypothesis
is H1: the difference in the mean scores between Synth IE
and Synth AE is statistically significant. If the z-statistic
lies outside the acceptable range, H0 is rejected in favor of
H1, indicating that the difference in the mean scores of the
two groups is statistically significant. From the graphs 4, we
observe that the z-statistic lies outside the acceptable range
for two tasks - (1) lipreading words (WL) and (2) lipreading
sentences (SL). Consequently, the p-value is also lower than
the significance value (α = 0.1).

2. Quantitative and Qualitative Results

Even though all the individual modules in our pipeline
can be replaced with other equivalent modules, we pro-
vide quantitative and qualitative metrics of the modules
used in our pipeline and other similar modules. We eval-
uate the choice of the TTS model by conducting a user
study comprising 30 participants. We compare three recent
SOTA TTS works - (1) FastSpeech2 [1], (2) Tacotron2 [6],
and (3) Glow-TTS [3] by performing Mean Opinion Score

Method MOS
Tacotron2 3.85± 0.08

Glow-TTS 3.96± 0.06
FastSpeech2 3.98± 0.04

GT 4.53± 0.07

Table 1: Mean Opinion Scores (MOS) evaluations of different
TTS models with 95% confidence interval.

Method LSE-D
Wav2Lip 6.902

GT 6.718

Table 2: LSE-D metric computed for the synthetically generated
videos using Wav2Lip model against real videos.

(MOS) [2] evaluation to evaluate the perceptual quality of
the models. The MOS evaluation scores for the 95% confi-
dence interval are provided in Table 1.

We provide quantitative scores for comparing the real
and synthetically generated videos using the lipsync model.
For quantitative comparison, we report the LSE-D [5]
scores for comparing the lipsync performance of real videos
against videos generated synthetically using Wav2Lip [5].



Figure 3: Distribution of difference of means performed using the Bayesian Analysis on real and synthetically generated American-
accented English (AE). The graphs for the protocols are displayed in the following order: (1) lipreading words (WL), (2) lipreading
sentences (SL), (3) lipreading missing words in sentence (MWIS). The 95% HDI interval is represented using the horizontal red line.

Figure 4: z statistic for the 90% confidence interval computed using the two-sample z-test for synthetically generated Indian-accented
English (IE) and American-accented English (AE) videos. The critical z-value corresponding to the 90% confidence interval is ±1.96.
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